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Abstract 

The concept of simultaneity is undoubtedly the most influential idea in econometrics, such as the relationship 
in farmer exchange rate. A simultaneous equations model is model with two or more equations is defined as 
one in which a variable explained in one equation appears as an explanatory in another. In the simultaneous 
equation model, the variables used are known as endogenous variables and exogenous variables. As a result,the 
model's endogenous variables are determined at the same time. Moreover, in these simultaneous equations, 
there is a correlation between the error terms of the structural equations of the model, the two stage least square 
method was selected to estimate. Under the issues of multicollinearity two stage least squares estimation in a 
simultaneous equations model has several desirable properties. Futhermore, we use a two Stages least square 
estimator for the simultaneous equations model, which su൵ers from autocorrelation issues and then we 
combined with ridge regression estimator which su൵ers from multicollinearity issues. After adjusting this with 
the ordinary ridge regression estimator, we use a mixed method to apply the two stages least squares procedure. 
From the this study, it was found that the two stage ridge is better than two stage least square. This is influenced 
by the simultaneous relationship and multicollinearity in each equation. 
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1.  Introduction  

The dependent variable in two or more equations is also the independent variable in several other equations 
in a simultaneous equation (Koutsoyiannis, 1978). Thus, a variable in the simultaneous equation has two roles, 
namely as endogenous variable and as exogenous variable (Supranto, 1984). In simultaneous equations, a set 
of endogenous variables to a set of exogenous variables with error variables and the terms endogenous with 
error variables. In this method, endogenous variables can become exogenous variables that endogenous 
variables have a possibility to relate exogenous variables. Endogenous variable are variables whose value are 
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determined in the system of equations, while exogenous variables are determined outside the model (Syafaat, 
1996). 

In general, an equation is thought to represent a relationship describing a phenomenon in any regression 
modelling. Many situations involve a set relationships that explain how certain variables behave. As a result, 
parameter estimation in this situation has characteristics that are not present when a model involves only a single 
equation. When a relationship is a component af a system, some explanatory variables are stochastic and 
correlated with the error term. In investigating the realationship between explanatory and response variables in 
a single equation. Ordinary Least  Squares (OLS) is the best linear unbiased estimator (BLUE) in investigating 
the relationship between explanatory and response variables in a single equation. The OLS is only applicable 
when all regression assumptions are satisfied and some of them are; errors in the model are distributed 
withnormal distribution with zero mean and a constant and nohigh correlation problem among the explanatory 
(independent variables) (Shariff and Duzan, 2018). However, the endogenous variable in the simultaneous 
equation are correlated with error (disturbance) so OLS estimator will produce a biased and inconsistent 
(Eledum and Alkhalifa, 2012). 

Several alternative for estimating simultaneous equation which is associated with the autocorrelation of 
errors which occurs when the value of the error term in any particular period is correlated with its own preceding 
value or values are the reduce form equations, two stage least square estiamation (2SLS), indirect least square, 
and three stage least square. The 2SLS method was introduced by (Theil, 1953), (Basmann, 1957). The 2SLS 
better than ILS, because it gets one estimator for one parameter and returns a standard error for each estimator 
(Gujarati, 2010), (Lopez-Espin, Vidal., and Giménez, 2012) 

In the simultaneous equations, the problem of multicollinearity may still exist in the individual equations. 
If the simultaneous equation solution to this problem is adopted there may be an intolerable rise in the size of 
the model with the consequent depletion of the number of exogenous variables (Miftahul, Alfian, & Dian, 
2011). Multicollinearity is defined as conditions on which some or all explanatory variables have large 
influence on others explanatory variables. This critical issue might happen if the analysis contains large sets of 
data with several numbers of explanatory variables and this will affect to the existence of multicollinearity 
problem. In the presence of multicollinearity, the regression assumptions are invalid and as such, the OLS 
cannot be preceded in the next stage of estimation. Otherwise, the results of parameter estimates and inference 
under OLS procedure will be insignificant and unreliable. Due to such problem, there are quite number methods 
of estimations to overcome multicollinearity problem in regression analysis. Hoerl and Kennard (1970) are the 
first to introduce ridge regression method by adding small  positive quantities (denoted by letter k in many 
studies to the diagonal of the matrix  ܺԢܺ where ܺԢܺ is matrix of explanatory variables) and it is shown can 
minimize the biased estimates and mean squared error (MSE) of the model (Duzan, H., Shariff, 2015). 

In this paper, we purpose a method for estimating the parameters for mixed problem, namely auto-correlated 
errors and multicollinearity. We chose to combined the two stage least square estimator and ridge regression 
estimator. This study proposes another technique with k can be formed as a linear combination of coefficients 
of determination of explanatory variables (Mansson, Shukur,  Kibria, 2010). The performance of the proposed 
method is investigated and comparison is made to 2SLS and some existing methods by using Variance Inflation 
Factor (VIF) and MSE criterion. In this article, what is presented is a description of the estimation two stage 
ridge regression.  
 

2. Material 

This section will explain the research data, sampling techniques, and research variables. 

2. 1 Two Stage Least Square for Simultaneous Equation 

Each simultaneous equation is composed of two variables, namely exogenous and endogenous variables. 
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Endogenous variables are dependent variables whose value are determined in the simultaneous equations. 
Exogenous variables are variables whose values have been determined outside the model. The equations in the 
model are called structural equations while the parameters are called structural parameters. Structural 
parameters reflect the direct effect of each exogenous variable on endogenous variables. A simultaneous model 
is said to be complete if the number of equations in the system likely the number of endogenous variables. An 
estimator called two-stage least squares would involve running OLS two times. Assume we want to estimate 
the coefficients of the linear model ௜ܻ ൌ ଴ߚ ൌ ଵߚ ଵܺ௜ ൅ ڮ ൅ ௣ܺ௣௜ߚ ൅  ௜                                      (1)ߝ
The two stage least square estimator of ߚ is the following procedure: 
 
1. First Stage: Z affects X 
 Regress each ௝ܺ  on ܼ  and save the predict values, ఫܺ෡ . If ௝ܺ is included in ܼ , we will have ܺ ఫ෡ ൌ ௝ܺ. Each 
endogenous variable is regressed against all exogenous variable of a system so that the equation of the reduced 
form is obtained. Suppose there is multiple regression equation: ଵܻ ൌ ଴ߚ ൅ ଵߚ ଵܺଵ ൅ ଶߚ ଵܺଶ ൅ ڮ ൅ ௣ߚ ଵܺ௣ ൅ ଵ         ଶܻߝ ൌ ଴ߚ ൅ ଵܺଶଵߚ ൅ ଶܺଶଶߚ ൅ ڮ ൅ ௣ܺଶ௣ߚ ൅ ௜ܻ ڭ            ଶߝ ൌ ଴ߚ ൅ ଵߚ ௜ܺଵ ൅ ଶߚ ௜ܺଶ ൅ ڮ ൅ ௣ߚ ௜ܺ௣ ൅     ௜ߝ
       

But some of the variable ௜ܺ௝ are correlated with the error term.  
OLS estimation of this equation will be biased and inconsistent. Where equation (1) is written in matrix form 
as follows 
 ௜ܻ ൌ ൅ ߚܺ  ௜                           (2)ߝ
From equation (2), got the following error  as:   ߝ௜ ൌ ௜ܻ െ  (3)                           ߚܺ
To minimize equation (3), it is obtained by finding the derrivative of the error (ߝሻ with respect to ߚ and then 
equating each dervative to zero 
଴ ൌߚ߲ߝ߲  െʹ ෍൫ ௜ܻ െ ଴ߚ െ ଵߚ ଵܺ௣ െ ଶߚ ௜ܺଶ െ ڮ െ ௣ߚ ௜ܺ௣൯ ൌ Ͳ ߲ߚ߲ߝଵ ൌ െʹ ෍൫ ௜ܻ െ ଴ߚ െ ଵߚ ଵܺ௣ െ ଶߚ ௜ܺଶ െ ڮ െ ௣ߚ ௜ܺ௣൯ ൌ Ͳ ߲ߚ߲ߝଶ ൌ െʹ ෍൫ ௜ܻ െ ଴ߚ െ ଵߚ ଵܺ௣ െ ଶߚ ௜ܺଶ െ ڮ െ ௣ߚ ௜ܺ௣൯ ൌ Ͳ ߲ߚ߲ߝ௣ ൌ െʹ ෍൫ ௜ܻ െ ଴ߚ െ ଵߚ ଵܺ௣ െ ଶߚ ௜ܺଶ െ ڮ െ ௣ߚ ௜ܺ௣൯ ൌ Ͳ 

 
Let  ߚଵǡ ଶǡߚ ڮ ǡ ௣ dinyatakan dengan ܾଵǡߚ ܾଶǡ ڮ ǡ ܾ௞, maka  
 ෍ ௜ܻ       ൌ ܾ݊଴ ൅ ܾଵ ෍ ௜ܺଵ ൅ ܾଶ ෍ ௜ܺଶ ൅ ڮ ൅ ൅ܾ௣ ෍ ௜ܺ௣ ෍ ௜ܻ ௜ܺଵ ൌ ܾ଴ ௜ܺଵ ൅ ܾଵ ෍ ௜ܺଵଶ ൅ ܾଶ ෍ ௜ܺଶ ௜ܺଵ ൅ ڮ ൅ ൅ܾ௣ ෍ ௜ܺ௣ ௜ܺଵ ෍ ௜ܻ ௜ܺଶ ൌ ܾ଴ ௜ܺଶ ൅ ܾଵ ෍ ௜ܺଵ ௜ܺଶ ൅ ܾଶ ෍ ௜ܺଶଶ ൅ ڮ ൅ ൅ܾ௣ ෍ ௜ܺ௣ ௜ܺଶ σ ௜ܻ ௜ܺ௣ ൌ ܾ଴ ௜ܺ௣ ൅ ܾଵ σ ௜ܺଵ ௜ܺ௣ ൅ ܾଶ σ X୧ଶX୧୮ ൅ ڮ ൅ b୮ σ X୧୮ଶ                                                                                    (4) 
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Equation (4) can write ሺܺᇱܺሻܾ ൌ ܺԢܻ so that the estimator ܾ is: ߚመ ൌ ሺܺᇱܺሻିଵܺԢܻ                             (5) 
then look for the ܺ  projection to the ܼ projection which is the instrument variable matrix.  ෠ܺ ൌ መߚܼ   
    ൌ ሺܼᇱܼሻିଵܼԢܺ     ൌ ௓ܲܺ                            (6) 
2.  The second Step 
 Estimate ߚ via the OLS estimate of the regression model Eq. (1) 
   ܻ ൌ ෠ܺߚ ൅   ߝ
ߝ     ൌ ܻ െ ෠ܺߝ  ߚᇱߝ ൌ ൫ܻ െ ෠ܺߚ൯ᇱ൫ܻ െ ෠ܺߚ൯  
       ൌ ൫ܻᇱ െ ෠ܺᇱߚᇱ൯ ൫ܻ െ ෠ܺߚ൯           ൌ ൫ܻᇱܻ െ ܻᇱ ෠ܺ ൯ ߚ  െ ൫ܻߚᇱ ෠ܺ ᇱ ൅ ᇱߚ ෠ܺᇱ ෠ܺߚ൯                        (7)  ߲ߝᇱߚ߲ߝ ൌ Ͳ 

       
డఌᇲఌడఉ ൌ െʹ ෠ܺᇱܻ ൅ ʹ ෠ܺᇱ ෠ܺ    ߚ 

          Ͳ ൌ െʹ ෠ܺᇱܻ ൅ ʹ ෠ܺᇱ ෠ܺ ʹ  ߚ  ෠ܺᇱ ෠ܺ ߚ  ൌ ʹ ෠ܺᇱܻ  
 
Where ܧሺכߝሻ ൌ Ͳ and  ݒ݋ܥሺכߝሻ ൌ ܾ :௡, Therefore, the OLS estimator for the model Eq. (7) isܫଶߪ ൌ ൫ܺכᇲܺכ൯ିଵܺכᇱܻכ

                             (8)  

 
Where 

כܻ  ؔ ௓ܻܲ ൌ ۈۈۉ
ඥͳۇ െ ௓ܲଶ Ͳ Ͳ ڮ Ͳെ ௓ܲ ͳ Ͳ ڮ ͲͲ െ ௓ܲ ͳ ڰ ڭڭ ڰ ڰ ڰ ͲͲ ڮ Ͳ െ ௓ܲ ͳۋۋی

ۊ
ۈۉ
ۇ ଵܻܻଶڭܻڭ௡ۋی

ۊ
 

כܺ ؔ ௓ܲܺ ൌ
ۈۉ
ටͳۇۈ െ ௓ܲଶ Ͳ Ͳ ڮ Ͳെ ௓ܲ ͳ Ͳ ڮ ͲͲ െ ௓ܲ ͳ ڰ ڭڭ ڰ ڰ ڰ ͲͲ ڮ Ͳ െ ௓ܲ ͳۋی

ۊۋ ۈۉ
ۇ ଵܺܺଶڭܺڭ௡ۋی

ۊ
 

 
Note that ܺ ᇱܺכ ൌ ܺᇱ ௓ܲᇱ ௓ܲܺ ൌ ܺᇱȳܺ and ܺ ᇱܻכ ൌ ܺᇱ ௓ܲᇱ ௓ܻܲ ൌ ܺᇱȳܻ, where: 
 

ȳ ൌ ௓ܲᇱ ௓ܲ ؔ
ۈۉ
ۇۈۈ

ͳ െ ௓ܲ Ͳ ڮ ڮ Ͳെ ௓ܲ ͳ ൅ ௓ܲଶ െ ௓ܲ ڰ ڮ ͲͲ െ ௓ܲ ͳ ൅ ௓ܲଶ ڰ ڰ ڭڭ ڰ ڰ ڰ ڰ Ͳڭ ڰ  ڰ ͳ ൅ ௓ܲଶ െ ௓ܲͲ ڮ ڮ Ͳ െ ௓ܲ ͳ ۋی
 ۊۋۋ
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Thus, 2SLS estimator is given as ܾଶ௦௟௦ ൌ ሺܺᇱȳܺሻିଵܺᇱȳܻ                         (9) 

2.2 Ridge Regression Model 

The 2SLS estimate in  equation (9) is invalid due to large deviation in ܾ. The ܾ෠ is said to be unbiased but 
inconsistent. To overcome this problem, the positive value of ݇ is added to the diagonal elements in ܺԢȳܺ 
matrix in Eq. (9) to minimize the impact of high correlation in explanatory variables [14]. Hence, the ridge 
regression model for simultaneous equation is: ෠ܾோ ൌ ሺܺᇱܺ ൅  ሻିଵܺᇱܻ                          (10)ܫ݇
According to [11], the value of the ridge estimator ݇ in Eq. (10) will provide a smaller value of MSE compared 
to OLS estimator. 

2.3 Two Stage Ridge Regression 

 In this study, the performance of existing ridge estimator are compared with 2SLS and the proposed 
simultan equation model with multicollinearity via two stage ridge regression estimator. According to equation 
(9) with ܺ ܶ :is a symmetric matrix, so there is on orthogonal ܶ, such that כᇲȳXכ ᇱሺܺכᇱȳܺכሻܶ ൌ Ȧ 
    ܶ ᇱܺכԢȳXܶכ ൌ Ȧ 
  ሺܺܶכሻԢȳXܶכ ൌ Ȧ  
ܯ Ԣȳܯ           ൌ Ȧ                        (11) 
Where Ȧ  is diagonal matrix of size ݍ ൈ ݍ  with the elements of the main diagonal being the eigenvalues ሺߣଵǡ ଶǡߣ ǥ ǡ  Based .כᇲȳXכܺ whose elements are the eigenvector values of כᇲȳXכܺ ௤ሻ of the orthogonal matrixߣ
on equation (11), then equation (2) can be written as follows: ܻכ ൌ ߚכܺ ൅        כߝ
     ൌ ߚܫכܺ ൅   כߝ
     ൌ ߚԢܶܶכܺ ൅  כߝ
     ൌ ሺܺܶכሻܶԢߚ ൅   כߝ
     ൌ ߙܯ ൅  (12)                           כߝ
with ܯ ൌ ሺܺܶכሻ dan ߙ ൌ ܶԢߚ 
from (12) we get:  כߝ ൌ כܻ െ ܪ   ߙܯ ൌ כᇱఌכߝ

 
    ൌ ሺܻכ െ כሻԢሺܻߙܯ െ   ሻߙܯ
    ൌ ሺܻכԢ െ כԢሻሺܻߙԢܯ െ ሻ      ൌߙܯ ሺܻכᇱܻכ െ ᇱߙᇱܯᇱכܻ െ כᇱܻܯᇱߙ ൅   ሻߙܯᇱܯᇱߙ
   ൌ ሺܻכᇱܻכ െ כᇱܻܯᇱߙʹ ൅ ሻ  డுడఈ ൌߙܯᇱܯᇱߙ Ͳ   െʹܯᇱܻכ ൅ ߙܯᇱܯʹ ൌ Ͳ  
ߙܯᇱܯ          ൌ   כᇱܻܯ
ොߙ       ൌ ሺܯᇱܯሻିଵܯᇱܻכ ൌ Ȟିଵܯᇱܻ(13)                            כ 
from equation (13) can be formed into ߙො ൌ ൫TԢXכᇱȳܺܶ൯ିଵሺܺܶכሻᇱܻߙ כො ൌ ሺTԢXכᇱȳܺܶሻିଵܶᇱܺכᇱܺߚכመ ොߙ  ൌ ሺTԢXכᇱȳܺܶሻିଵܶᇱܺכᇱܺߚܫכመ  
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ොߙ  ൌ ሺTԢXכᇱȳܺܶሻିଵܶᇱܺכᇱܺܶܶכԢߚመ ොߙ  ൌ ሺTԢXכᇱȳܺܶሻିଵሺܶᇱܺכᇱܺܶכሻܶԢߚመ ߙො ൌ ܶԢߚመ ߚመ ൌ  ො                              (14)ߙܶ
by using the lagrange multplier, where ߙො is the value that minimize the objective function with the constraining 
condition: ߙᇱߙ െ ܿଶ ൌ Ͳ  
obtained ܪ ൌ ሺܻכ െ כሻᇱሺܻߙܯ െ ሻߙܯ ൅ ݇ሺߙᇱߙ െ ܿଶሻ  
    ൌ כᇱܻכܻ െ ߙܯᇱכܻ െ כᇱܻܯᇱߙ ൅ ߙܯᇱܯᇱߙ ൅ ݇ሺߙᇱߙ െ ܿଶሻ      ൌ כᇱܻכܻ െ כᇱܻܯԢߙʹ ൅ ߙܯᇱܯᇱߙ ൅ ߙᇱߙ݇ െ ݇ܿଶሻ                      (15) 
 
qualified: డுడఈቚఈୀఈෝ ൌ Ͳ  
So that 
 Ͳ ൌ Ͳ െ כᇱܻܯʹ ൅ ොߙܯᇱܯʹ ൅ ො Ͳߙ݇ʹ ൌ െܯᇱܻכ ൅ ොߙܯᇱܯ ൅   ොߙ݇
כᇱܻܯ  ൌ ොߙܯᇱܯ ൅   ොߙ݇
where ݇  is a constant, therefore 
 
ߙܯᇱܯ     ൅ ߙ݇ ൌ െܯᇱܻכ  ሺܯᇱߙܯ ൅ ݇ሻߙ ൌ െܯᇱܻכ  
ߙ        ൌ ሺܯᇱܯ ൅ ݇ሻିଵܯᇱܻכ  
           ൌ ሺሺሺܺܶכሻᇱሺܺܶכሻ ൅   ሻכሻᇱܻܶכሻିଵሺܺܭ
           ൌ ሺሺ ௓ܲܺܶሻᇱሺ ௓ܲܺܶሻ ൅   ሻܻߩሻᇱܶܺߩሻିଵሺܭ
           ൌ ሺሺܶᇱܺᇱ ௓ܲᇱ ௓ܲܺܶ ൅ ሻିଵܶᇱܺᇱܭ ௓ܲᇱ ௓ܻܲሻ  
           ൌ ሺሺܶᇱܺᇱȳܺܶ ൅  ሻିଵܶᇱܺᇱȳܻሻܫ݇
 
Therefore, the two stages ridge regression estimator is ்ߚோ ൌ ሺሺܶᇱܺᇱȳܺܶ ൅  ሻିଵܶᇱܺᇱȳܻሻ                                      (16)ܫ݇
 
Where ݇  is a constant and ȳas defined in Eq. (9). Estimator  
two stage ridge is a bias estimator and its expectation is given as 
ோሻ்ߚሺܧ  ൌ ߚ െ ሺሺܶᇱܺᇱȳܺܶܫ݇ ൅  (17)                       ߚሻିଵܫ݇

3. Method 

3.1 Data Sources and Research Variables 

The data used in the application of the paramater estimation results was data on price index received by 
farmers and price index paid farmers. This data sourced from website www.bps.go.id in January 2011-December 
2016. Completely the research variables can be seen on table 1. 
 
 

111

www.ijrp.org

Sarina / International Journal of Research Publications (IJRP.ORG)



  

 
 
 
Table 1. List of Variable 
 

Variable Variable Name 

Endogenous 
Yଵ  = price index received by farmers (%)  Yଶ  = price index paid farmers (%) 

Exogenous 

Xଵ ൌ Producer Price Index (%) Xଶ ൌ Household Consumption Index (%) Xଷ ൌ  Xଷ ൌProduction Cost Index and Addition 
of Capital Goods (%) 

 
3.2 Step of Analysis 

The analysis steps are as follows: 
1. Test classic assumptions and detect multicollinearity by looking at the VIF value of the independent variable. 
2. Forming a reduction equation based on a structural model 
3. Perform the Simultaneous Test to see that every equation have a simultaneous relationship between equation 
4. Identify the model using the order condition method 
5. Estimating the parameters of the simultaneous equation model using the 2SLS method. 
6. Perform data transformation using centering and scaling for response variables and predictor variables 
7. Perform the orthogonalization process on the independent variables by multiplying the independent variable 

X by the orthogonal eigenvectors. 
8. Determine the initial estimator of the 2SLS method for equations that experience multicollinearity 
9. Estimating the parameters of the two stage ridge 
10. Calculating the mean square error (MSE) and variance of the two stage ridge parameter estimators for the 

model suitability test 

4. Result  

4.1 Description Data 

For farmer exchange rate data which consists of two endogenous variables and three exogenous variables, the 
model specifications are as follows: Yଵ ൌ ɀଵ଴ ൅ ɀଵଶYଶ ൅ ȾଵଵXଵ ൅ ɂଵ                      (18) Yଶ ൌ ɀଶ଴ ൅ ɀଶଵYଵ ൅ ȾଵଶXଶ ൅ ȾଶଷXଷ ൅ ɂଶ                       (19) 
Based on minitab output, the VIF value for equation (18) for each exogenous variable is shown in Table 2 dan 
the VIF value for equation (19) for each exogenous variable is shown in Table 3. 
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Table 2.  The VIF Value Exogeneous Variable for It 
 

Variable The VIF Value Description Yଶ 1.364 Non Multicollinearity Xଵ 1.364 Non Multicollinearity 

 
 
 
Table 3. The VIF Value Exogeneous Variable for Ib 
 

Variable The VIF Value Description  Yଵ  224.278 Multicollinearity Xଶ  55.596 Multicollinearity Xଷ 115.801 Multicollinearity 

 
Tabel 2 shows that all exogenous variables have a value ܸܨܫ ൏ ͳͲ. Thus, it can be concluded that there is no 
multicollinearity problem in It data. While from table 3, it can be seen that all exogenous variables have a  ܸܨܫ value ൐ ͳͲ  like  Yଵ ൌ ʹʹͶǤʹ͹ͺǡ Xଶ ൌ ͷͷǤͷͻ͸ and Xଷ ൌ ͳͳͷǤͺͲͳ . This shows that there is 
multicollinearity problem in the Ib data. 
 
Tabel 4. Simultaneous Test 
 

Model Error ݌ ܨ௩௔௟௨௘ Description 
Eq.(18) ߝଶ 6947.6 0.000 Simultan 
Eq.(19) ߝଵ 399079.2 0.000 Simultan 

       
The significanse of the error variable in each equation is shown in table 4.In equation (18) and (19) with 
significant error Į = 0.05 indicates that there is a simultaneous effect between equations in the model. 
Simultaneous test results show that both of equation contain simultaneous effects. Therefore, simultaneous 
parameter estimation can be using 2SLS method. 
 
4.2 The Application of The Parameter Estimation Two Stage Least Square 
  
The First Stage 

Apply OLS estimator to equation (18) and equation (19). Based on the calculation of the matlab program, 
the coefficients for each variable rduced form:  
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൦Ɏଵ଴ɎଵଵɎଵଶɎଵଷ൪ ൌ ൦െ͵ͲǤͳ͹ͳͲെͲǤͲͲͲͶͲǤͷͷͳ͹ͲǤ͹ͺ͸ͺ ൪ dan ൦Ɏଶ଴ɎଶଵɎଶଶɎଶଷ൪ ൌ ൦െͲǤͲͲ͸ʹെͲǤͲͲͲ͵ͲǤ͹ͶͶʹͲǤʹ͹͵ͺ ൪ 
 
Then 
  yොଵ ൌ െ͵ͲǤʹ െ ͲǤͲͲͲͶ Xଵ ൅ ͲǤͷͷʹͳ Xଶ ൅ ͲǤ͹ͺ͸ͺ Xଷ                      (20) yොଶ ൌ െͲǤͲͲ͸ʹ െ ͲǤͲͲͲ͵ Xଵ ൅ ͲǤ͹ͶͶʹ Xଶ ൅ ͲǤʹ͹͵ͺ Xଷ                 (21) 
 
The Second Stage 
Subtitute ݕොଶ into the equation (18) and  ݕොଵ into equation (19) so that it is obtained: Yଵכ ൌ ɀଵ଴כ ൅ ɀଵଶכ yොଶ ൅ Ⱦଵଵכ Xଵ ൅ ɂଵ(22)                       כ Yଶכ ൌ ɀଶ଴כ ൅ ɀଶଵכ yොଵ ൅ Ⱦଶଵכ Xଶ ൅ ȾଶଷXଷ ൅ ɂଵ(23)                      כ 
 
Apply OLS method to equation (22)  and equation (23) to estimate the value of  ɀଵ଴כ ǡ ɀଵଶכ ǡ ɀଶ଴כ ɀଶଵכ ǡ Ⱦଵଵכ ǡ Ⱦଶଵכ  dan Ⱦଶଷכ .  
 
1. Apply OLS method to equation (22) 
 

Xכ ൌ ሾͳ yොଶ Xଵሿ ൌ ێێێۏ
ͳۍ ͳ͵ͳǤͺʹ ͹ͺͷ͵ͳ ͳ͵ʹǤͺͲ ͹͸ͳʹͳ ͳ͵ʹǤͳ͹ ͹͵͹ͳڭ ڭ ͳڭ ͳʹ͸Ǥͳͻ ͳͳͶ͹͸ۑۑۑے

Yଵ ې ൌ ێێێۏ
ۑۑۑےͳʹ͹Ǥͺͳڭͳ͵ͷǤ͹ʹͳ͵͸Ǥ͵͸ͳ͵͸Ǥ͵Ͷۍ

ې
 

൥ɀଵ଴ ɀଵଶȾଵଵ ൩ ൌ ሺXכᇱXכሻିଵሺXכᇱYଵሻ 
 
2. Apply OLS method to equation (23)  

Xכ ൌ ሾͳ yොଵ Xଶ Xଷሿ ൌ ێێێۏ
ͳۍ ͳ͵͹Ǥ͹͸ ͳ͵ͶͶ ͳʹ͵ǤͲ͹ͳ ͳ͵ͺǤͳͻ ͳ͵͸͵ ͳʹ͵Ǥ͵͸ͳ ͳ͵ͺǤͶʹ ͳ͵ͷͷ ͳʹ͵Ǥͷͻڭ ڭ ڭ ͳ ڭ ͳʹͺǤ͵͹ ͳ͵ͳǤͳ͹ ͳͳͷǤͶͶۑۑۑے

Yଶ ې ൌ ێێێۏ
ۑۑۑےͳʹͷǤͻͶڭͳʹͶǤͷ͸ͳʹͶ͸ͳʹͷǤͶͻۍ

ې
 

൦ɀଶ଴ ɀଶଵȾଶଶȾଶଷ ൪ ൌ ሺXכᇱXכሻିଵሺXכᇱYଶሻ 

 
Based on the matlab program, the simultaneous equation model using 2SLS method: Y෡ଵ  ൌ െ͸ǤʹͶ͹Ͳ ൅  ͳǤͳͶͲʹͺ Yଶ െ  ͲǤͲͲͲͺ Xଵ  
    Y෡ଶ  ൌ ͳͻǤͷͷʹ ൅  ͲǤ͸Ͷͺ͵ Yଵ ൅ ͲǤ͵ͺ͸͸ Xଶ െ ͲǤʹ͵͸͵X ଷ 
 
4.3 Determination of ݇ and Parameter Estimation Two Stage Ridge 
  
Parameter value of હଶୗ୐ୗ  calculating with is 
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 હଶୗ୐ୗ ൌ ൥ െͲǤͷ͹ͻͲ͹͸െͲǤ͵ʹ͸͵͵ʹ െͲǤͷͺͻ͸ͷͻ൩  
 
While the MSE value obtained હଶୗ୐ୗ is  ɐෝଶ= 0.091077, then the itial of ݇ value is: 
 kଵ଴ ൌ  ଴Ǥ଴ଽଵ଴଻଻ሺି଴Ǥହ଻ଽ଴଻଺ሻమ ൌ ͲǤʹ͹ͳ͸Ͳ͸  kଶ଴ ൌ  ଴Ǥ଴ଽଵ଴଻଻ሺି଴Ǥଷଶ଺ଷଷଶሻమ ൌ ͲǤͺͷͷʹͶʹ  kଷ଴ ൌ  ଴Ǥ଴ଽଵ଴଻଻ሺି଴Ǥହ଼ଽ଺ହଽሻమ ൌ ͲǤʹ͸ͳͻͶ͵  

 
After getting the value of K ൌ diagሺkଵ଴ǡ kଶ଴ǡ kଷ଴), The next step is to determine the parameter ்ࢻோ through the 
iteration process. By using the help of Matlab software, the initial parameter of (ࢻෝீோǡ௝଴ ) can be seen in the table 
5. 
 
 
Table 5. The Tesults of the Two Stage Ridge Parameter Estimator 
 

Parameter ߙො்ோ଴  ොଷ -0.000314ߙ ොଶ -0.007606ߙ ොଵ -0.530634ߙ 
 
 
To estimate parameter of two stage ridge, used paraeter value ߙො்ோଵ  in table 5 where ߚመ்ோ ൌ  ො்ோ diperolehߙܳ
 Ⱦ෠୘ୖ ൌ ൥ͲǤ͵Ͳ͸ʹʹʹͲǤ͵ͳͳͷͲͺͲǤ͵Ͳͳ͵͸ͷ൩  
 

From the estimated parameter, the estimation results of the simutaneous equations model using two stage 
ridge are shown below: Yଶ ൌ ͲǤ͵Ͳ͸ʹʹʹ Yଵ ൅ ͲǤ͵ͳͳͷͲͺ Xଶ ൅ ͲǤ͵Ͳͳ͵͸ͷ Xଷ   

To find out the best models of parameters in this study, namely by using bias and MSE values. A good 
estimator is an estimator who has the smallest bias and MSE value. From the output matlab obtained a ratio of 
variance, bias and mse values of each method.  

 
Tabel 6. Variance, Bias and MSE 
 

Method Variance Bias MSE Ⱦ்ோ 0.41839 0.00000 0.41839 Ⱦଶௌ௅ௌ 0.02831 0.45126 0.47957 

 
Based on table 6, it can be seen that the two stage ridge method has more optimal bias and MSE values. 
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5. Conclusion 

 To find out the best model parameter estimator in this study is by using a comparison of the value 
of bias and MSE. A good estimator is an estimator that has the smallest bias and MSE values. From 
the result of the study, it was found that the two stage ridge is better than two stage least square. This 
is influenced by the simultaneous relationship and multicollinearity in each equation. 
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